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**Résumé :** Dans cet article, nous montrons que les non-voyants ne peuvent accéder à toutes les informations sur le web malgré le respect des normes définies par le W3C et les outils disponibles sur le marché. Un sous-ensemble de ces informations inaccessibles est constitué par les structures visuelles et les relations existantes entre différents objets visuels. Notre contribution consiste à élaborer un modèle pour intégrer cette accessibilité augmentée. Pour mener ce travail, nous nous basons

(1) sur les concepts de l’architecture de texte et de la granularité des niveaux proposés par le langage notationnel des images de pages et (2) sur l’analyse de corpus et l’observation d’experts et de sujets non- voyants. Un système a été développé pour permettre la génération des pages tactiles et les premiers résultats sont avérés très positifs.
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# Introduction

La contribution de cet article se situe dans le cadre de l’amélioration de l’accessibilité à l’information visuelle des pages web pour les non voyants. Nous proposons un modèle qui prend en compte les informations visuelles qui restent cachées aux non-voyants telles que l’organisation globale (du « first glance » au « first touch ») de la page, certaines propriétés visuelles d’objets constituant la page web et certaines relations entre ces objets. Ce modèle se base fondamentalement sur : d’une part le concept des *Images de Pages* (IdP) (Luc, Mojahid et Virbel 2001, Mojahid 2011) et sur le *modèle d’architecture textuelle* (MAT) (Vibel

1988, Pascual 1991) où un objet textuel ou une relation peuvent être décrit par un *méta-discours* ou un ensemble de *méta-phrases* vérifiant un ensemble de règles ; et d’autre part, sur le modèle *RDF (Resource Description Framework)* (RDF-Schema, 2004) développé par le World Wide Web Consortium (W3C). Notre modèle, que nous appelons MAP-RDF (modèle d’architecture des pages web) permet de produire une image tactile de la page web à partir des *métas-données* des éléments visuels constituant la page.

Nous présentons d’abord le contexte et les problèmes qui se posent à un non voyant lorsqu’il souhaite consulter une page web (section 2) et nous dressons un état de l’art des recherches dans ce domaine (section 3). Nous présentons ensuite notre modèle MAP-RDF (section 4) et nous finirons par l’évaluation (section 5) du système GIVRA (Gestion des Informations Visuelles des pages web en vue de les Rendre Accessibles) (section 4) développé sur la base de ce modèle.

# Contexte

L’organisation mondiale de la santé (OMS) estimait en 2003 à 180 millions le nombre de personnes atteintes d’incapacités visuelles, dont 40 à 45 millions sont non-voyants. Plus récemment, en mai 2009, les chiffres étaient de l’ordre de 314 millions de personnes souffrantes de déficiences visuelles dont 45 millions de non-voyants. Ces chiffres pourraient doubler d’ici 2020, en raison notamment de l’accroissement démographique et du vieillissement des populations.

Les interfaces classiques actuelles utilisant les écrans graphiques et la souris posent de sérieux problèmes contrairement aux outils de la génération d’avant où toute interaction s’effectuait avec un écran en mode texte et un clavier. Les solutions apportées consistent à transformer une information en mode graphique en un texte lu par une synthèse vocale ou affiché en braille, en prélevant à la source les informations en mode texte. Quant à la souris, on a compensé son utilisation par le clavier. Cela résout partiellement les problèmes posés puisqu’il arrive souvent que les consignes de rédaction formulées par le W3C ne soient pas suivies. Aussi, remplacer la souris par le clavier rend l’interaction difficile puisqu’il faut augmenter le langage de commande, ce qui provoque une grande charge cognitive vis-à-vis des traitements supplémentaires occasionnés.

Pour illustrer les problèmes de navigation rencontrés par un non-voyant, voici une liste non exhaustive :

* les graphiques sans proposition d’alternative textuelle (un drapeau indiquant le choix de la langue pour un site ou un texte en image à recopier dans une boîte d’édition pour sécuriser l’accès à une page ou l’achat en ligne),
* l’ouverture de nouvelles fenêtres lorsque l’on clique sur un lien, les pages qui se rafraîchissent régulièrement, l’utilisation de flash, les bandes sonores qui tournent en boucle sur un site et couvrant le son de la synthèse vocale,
* les claviers logiciels,
* les mises en évidences (couleur, gras, encadrement...),
* les structures spatiales des pages composées de plusieurs objets et linéarisées pour une possible oralisation pour un non voyant,
* le repérage des informations.

Les outils actuels (voir section 2) ont montré leur limite pour résoudre ces problèmes. Nous montrerons à l’aide de l’exemple suivant (site de Biarritz) que malgré les normes proposées par le W3C, la plupart de ces problèmes persistent et restent sans solution.

Pour vérifier l’accessibilité de ces sites, nous avons utilisé l’outil Wave de Webaim (Wave, 2010). Il s’agit d’un outil gratuit, permettant l’évaluation de l’accessibilité d’une page web. Wave aide à évaluer une page web, en se référant aux recommandations des WCAG et de la section 508 (Etats- unis) en indiquant s’il y a une erreur, sans toutefois pouvoir vérifier automatiquement l’accessibilité. À titre d’exemple, Wave ne peut pas dire si l’alternative textuelle est appropriée, il se contente de pointer son absence. En passant au test la page d’accueil, l’outil Wave a détecté 46 erreurs et alertes d’accessibilité. Nous avons constaté que parmi toutes ces erreurs signalées, aucune indication n’est mentionnée sur l’accessibilité de l’organisation spatiale de la page et les possibles relations entre les différents objets textuels ou non textuels de la page. L’accès à ce deuxième niveau, appelé accessibilité augmentée est validé par une expérimentation (voir section 6). Par ailleurs, l’observation des indices non captés nous a amené à étudier un corpus plus large (voir section 3) pour définir les objets visuels et les relations à modéliser et à intégrer dans notre modèle. Dans cet article, nous proposons un modèle et un outil qui fournissent des éléments de réponse aux problèmes correspondant à l’accessibilité augmentée apportée par les structures spatiales de la page. Une de nos hypothèses générales est de considérer que ces structures vont faciliter (voire permettre) le repérage des informations dans une page web.

Dans la section suivante, nous dressons un état de l’art des travaux qui ont oeuvré dans la thématique de l’accessibilité.

# État de l’art

Dans cette section, nous présentons quelques travaux qui traitent l’accessibilité à l’information visuelle notamment liée à la structure de la page web et au contenu informationnel organisé visuellement.

# Accessibilité des tableaux de données

Oogane & Asakawa (1998) ont proposé une méthode de conversion de représentations visuelles, et particulièrement les tableaux, en des représentations non visuelles.

Leur méthode traite de la représentation des tableaux à deux dimensions, mais ne convient pas pour les tableaux non cartésiens qui ont une représentation différente comportant par exemple des cellules fusionnées.

Dans le même contexte, Filepp et al. (2001) ont proposé le TTPML (Table To Prose Markup Language), un langage de balises compatible avec XML. Ce langage facilite la génération des descriptions discursives des tableaux HTML. La méthode consiste à transformer les données dans un tableau en des phrases explicitant les relations entre les lignes et les colonnes. Cette opération de transformation est réalisée en associant des règles de transformation des tableaux pour permettre aux lecteurs d’écrans de lire correctement les éléments du tableau.

# Accessibilité des documents de présentation

Ishihara et al. (2006) ont travaillé sur l’accessibilité des diagrammes dans les documents de présentation. Un diagramme est formé d’objets ou de groupes d’objets qui sont visuellement reliés par des flèches. Les auteurs ont alors proposé une méthode pour créer un modèle de description concernant trois types de relations entre les objets : un objet visuellement inclus dans un autre ; plusieurs objets localisés et alignés par rapport aux autres objets de la même diapositive ; et un objet ou un groupe d’objets lié à un autre par une flèche.

En appliquant ce modèle aux différents objets et relations détectés, la méthode consiste à transformer le document en une organisation arborescente qui contient la structure visuelle du document et l’ordre d’apparition des objets. Cette méthode a été ainsi implémentée en développant DocExplorer qui permet de naviguer entre les différents objets et relations.

# Accessibilité de la structure visuelle d’une page web

Asakawa et al. (2000) ont travaillé sur l’accessibilité de la structure de la page aux non voyants. Ils ont proposé un système de transformation basé sur l’annotation de la structure afin de distinguer les groupements visuels d’une page. Ces groupements ayant différents rôles (menu principal, sous-menu, publicité, liens) sont souvent identifiables par des indices visuels (couleur, forme, disposition des éléments). La séquence de balises HTML cependant lue par les lecteurs d’écrans ne reflète pas cette structure et n’explicite pas les relations liant les objets.

Dans leur système, les auteurs distinguent deux annotations : celle de la structure et celle du contenu textuel. Les annotations de la structure sont utilisées pour reconnaître les groupements visuellement fragmentés, et

par conséquent pour montrer l’importance sémantique de chaque groupe. Les annotations du contenu textuel ont pour rôle de décrire les objets multimédias inaccessibles par le non-voyant. Le système produit une page reformulée, indiquant la réorganisation des groupes suivant leur rôle et leur importance.

De son côté, le W3C par le biais de sa plate-forme ARIA (Accessible Rich Internet Applications) aborde le problème de l’accessibilité au contenu dynamique en utilisant le contenu des balises. Il fournit une méthode standard pour l’attribution de rôles et des états des éléments DHTML, et pour décrire la mise à jour de ces éléments dynamiques.

Ainsi, le non voyant dispose des descriptions textuelles concernant la composition de la page, mais il ne dispose toujours pas d’une représentation réelle bidimensionnelle de la page.

Pour sa part, IBM Accessibility (2009) a proposé une réorganisation de la page suivant les différents groupements et leurs rôles. Ceci altère la structure initiale de la page, et produit une structure modifiée qui reste toutefois non bidimensionnelle.

Comme on l’a vu, aucun des travaux pré-cités ne permet réellement à un déficient visuel d’appréhender la structure d’une page Web dans sa globalité par le concept du « premier toucher ». C’est pourquoi nous proposons donc notre modèle MAP-RDF, que nous allons décrire dans la section suivante.

# Le modèle MAP-RDF

Pour élaborer notre modèle, nous avons commencé par analyser un corpus de pages web afin d’identifier les indices, les objets et relations qui posent problème aux non-voyants malgré le respect des directives du W3C.

Dans cette étude, nous nous intéressons particulièrement à l’accessibilité des indices visuels indispensables à la compréhension de la structure de la page.

Nous avons choisi d’analyser des sites web touristiques31. Ce choix est justifié d’une part, par la loi européenne qui consiste à rendre tous les sites officiels publics de l’Union Européenne accessibles par tous les internautes, sans discrimination, en suivant les recommandations. D’autre part, le choix des sites web correspondait à celui d’une étude psycholinguistique (Etcheverry, I. 2007 ; Etcheverry, I. Terrier, P. Marquie, J.C. 2007) qui a porté sur les difficultés de localisation visuelle et les exigences cognitives dans la recherche des informations dans une page web. Les critères du choix de ces sites web répondent ainsi aux

31 Les analyses ont été effectuées courant juillet 2009.

exigences suivantes. Les pages doivent constituer un corpus homogène et comparable en termes de quantité de données textuelles et de graphiques et traiter les mêmes types de contenus d’information.

Ces sites web déclarent qu’ils respectent les règles du W3C conformément aux lois européennes. À titre d’exemple, le site web de la Grande Bretagne dédie une page à l’accessibilité32. Ils déclarent que le site est développé « *afin de servir un public aussi large que possible* », en apportant

« *une attention toute particulière aux besoins des moins valides, en créant un site compatible aux programmes spécifiques qui leur sont destinés* ». Le site se dit conforme à la « Web Accessibility Initiative » du « World Wide Web Consortium », et dit respecter les standards définis par les « UK Government Web Accessibility Guidelines ».

Nous avons analysé un corpus de huit sites web touristiques de pays ou de villes européennes : nicetourisme.com ; biarritz.fr ; parisinfo.com ; bordeaux-tourisme.com ; allemagne-tourisme.com ; visitbritain.fr ; visitportugal.com ; holland.com/fr.

Une évaluation avec l’outil Wave a été réalisée sur les 8 sites. Nous avons rejeté le site web de Bordeaux parce que nous avons constaté que sa page d’accueil est constituée d’objets flash avec animation audio-visuelle qui n’est pas accessible.

Cette évaluation a permis de vérifier que le corpus des sites web choisi est conforme aux normes Content Accessibility Guideline (WCAG) ; cela représente le point de départ pour tester le deuxième niveau d’accessibilité : celui de l’accessibilité augmentée. Les mêmes sites touristiques ont été consultés par des non-voyants avec le lecteur d’écran Jaws33. Cette consultation a pour but d’identifier les objets visuels et les relations visuelles non pris en compte par Jaws.

D’une façon générale, Jaws, comme tous les lecteurs d’écran, lit linéairement le contenu textuel et ne fournit pas d’information concernant la disposition et l’emplacement des objets dans la page web. Cependant Jaws fournit à la demande, les couleurs des caractères, les couleurs de fond et le contraste entre les couleurs, les propriétés typographiques d’italique, de gras et de soulignement sous forme textuelle et par conséquent, cette restitution orale entraîne une énorme surcharge cognitive pour le non-voyant.

Dans notre observation des sites web, nous avons pu identifier les groupements d’objets visuels constitués par des « menus », « rubriques »,

« bandeaux », « agendas » et « formulaires ». Ces groupements visuels sont formés à partir d’objets visuels élémentaires possédant des

32 http [://www.visitbritain.fr/corporate/accessibility.aspx.](http://www.visitbritain.fr/corporate/accessibility.aspx)

33 Jaws (Job Access With Speech) est un lecteur d’écran : un logiciel pour les déficients visuels. Il transforme un texte affiché sur un écran en un texte oral (par un système de synthèse vocale) ou un texte enbraille, et permet d’interagir avec le systhème d’exploitation et les logiciels.

propriétés visuelles ou discursives et permettant de les identifier isolément. Nous détaillons aux paragraphes suivants les caractéristiques des différents objets visuels et nous donnons l’exemple du groupement visuel, le menu.

# Les objets visuels

Il s’agit essentiellement des :

* blocs de texte : segments de texte constitués d’un ou de plusieurs mots, formant une ou plusieurs lignes avec les mêmes propriétés typographiques homogènes (police, graisse, italique, souligné, couleur de caractère et de fond) ;
* titres : unités lexicales identifiées par des indices discursifs et des marqueurs organisationnels, par exemple la numérotation, ou « info plage, météo, culture, que faire, où se loger, et des indices dispositionnels, par exemple, les espaces avant, après à gauche et à droite (Virbel et al. 2005 ; Ho-Dac et al. 2010) ;
* liens hypertextes : éléments (textuels ou graphiques) de la page web identifiés à partir des balises HTML. Ils sont différentiés visuellement par un habillage de texte et avec un lexique spécifique, par exemple, lire la suite, +Infos, > en savoir plus ;
* images : elles peuvent avoir plusieurs rôles : images de fond, images- liens, logos, images informationnelles du contenu. Elles se caractérisent notamment par leurs dimensions, leurs formes et leurs couleurs ;
* Champs d’entrée : il peut s’agir d’un champ à remplir dans un formulaire ou une zone de recherche, ou encore un bouton. Les champs d’entrée sont identifiés à partir des balises HTML et généralement, ils sont différentiés visuellement par des cadres et des habillages visuels spécifiques selon les fonctions.

L’ensemble de ces objets visuels forment des groupements visuels. Pour nous aider à définir et caractériser ces groupements, nous avons repris d’une part, les deux principes fondamentaux du modèle d’architecture textuel (Virbel 1989, Pascual 1991) concernant le principe de ressemblance et de différence et celui des équivalences de formulations discursives développées et à réalisation réduite et des lois de la théorie de la Gestalt (Guillaume 1937). Ces groupes d’objets dénotent et sont la manifestation de relations contextuelles intra ou inter objets visuels que nous nous allons illustrer.

A l’état actuel de ce travail (Bou Issa 2010), nous avons exploré les groupements visuels constitués par les différents menus, les rubriques et les bandeaux. Dans cet article, nous focaliserons la présentation sur les menus. Nous en donnons une définition, que nous avons pu dégager par l’étude du corpus et nous illustrons quelques problèmes liés à l’accessibilité de ces groupements et leurs relations par le non-voyant.

# Les Groupement visuel : l’exemple du menu

Nous définissons un menu par un ensemble d’objets élémentaires liens hypertextes, groupés visuellement par une même typographie et qui sont adjacents. Les liens hypertextes des menus sont formés à partir d’un groupe de mots ou d’images labellisées formant une structure énumérative fonctionnellement parallèle (Luc 2001 ; Virbel et al. 2005 ; Ho-Dac et al. 2010).

Il peut s’agir en particulier du menu principal de la page, d’un sous-menu ou d’un menu secondaire. Dans le cas du menu principal, il est disposé horizontalement, dans la première moitié de la page et occupant une largeur supérieure à 50% de la largeur de la page. Si deux menus sont disposés horizontalement et que chaque menu occupe plus de 50% de la largeur de la première moitié de la page alors les attributs typographiques de saillance comme la différence de gras et la taille des caractères ou bien le gras et la couleur de fond du menu permet de caractériser le menu principal mis en saillance.

Problèmes liés à l’accessibilité aux menus

L’exemple du site d’Allemagne illustre les problèmes rencontrés dans la plupart des sites du corpus. Le menu principal est formé d’items disposés horizontalement dont la couleur du fond est la même, mais le côté inférieur du lien a une couleur différente des autres. C’est cette même couleur, mais avec un contraste plus faible, qui indique que le curseur est placé sur une case donnée. Cette même couleur est reprise dans le sous-menu qui contient trois niveaux de bleu différents et l’arborescence est réalisée par des effets de contraste de couleur, d’indentation et de soulignement vertical, effets qui ne sont également pas perçus par un lecteur d’écran.



*Figure 1. Menu principal et sous-menu du site de l’Allemagne*

# Relations entre les groupements visuels

Les groupements visuels peuvent être associés entre eux et entretenir des relations non perceptibles par un non-voyant. Ces relations complètent les éléments de l’accessibilité augmentée pour capter la structure d’une page web. Nous avons donc observé particulièrement deux types de relations : les relations de nature visuelle, et les relations contextuelles en rapport avec le contexte/les thèmes du site web.

* + 1. Les relations visuelles

Deux types de relations visuelles ont été distinguées. Les relations géométriques ou spatiales sont définies par le voisinage entre objets (à gauche, à droite, en haut, en bas, symétrie) et les relations typographiques de ressemblance/différence fournies par les propriétés de la couleur, le style de police, ou la couleur de fond.

* + 1. Les relations contextuelles

Ces relations concernent l’environnement, les circonstances, ou les développements qui précisent le contenu des groupements visuels. Nous distinguons deux types de relations contextuelles : les relations thématiques associées à un champ lexical commun donné par leurs titres. Il s’agit des groupements qui se rapportent à un même thème ou illustrent un même sujet. Par exemple les rubriques « Guide de voyage » et « Réservation d’hôtel » se rapportent au thème du voyage. Les relations de développement associent un objet et un groupement le détaillant, l’exemplifiant… Par exemple « où aller » du menu principal est détaillé dans la rubrique informationnelle dont le titre est « où aller ». Une relation contextuelle « détail » est donc dénotée entre les deux groupements visuels en question.

Après cette phase d’analyse du corpus, nous avons élaboré le langage de formalisation des objets visuels élémentaires des groupements visuels et des relations. L’objectif est de préparer les données pour produire ensuite une présentation dans la modalité tactile.

# 4.4. Le langage MAP-RDF

Plusieurs modèles et théories nous ont servi : (1) le Modèle d’Architecture Textuelle développé par Virbel (1989) et Pascual (1991) pour représenter la dimension visuelle du texte et les équivalents langagiers des phénomènes textuels (métalangage) ; (2) la théorie des structures rhétoriques (RST) développée par Mann et Thomson (1981) pour représenter les relations rhétoriques entre les différents objets de la page ; (3) le modèle des Images de Page (IdP) développé par Luc et al. (2001), pour « matérialiser » visuellement les représentations architecturale et rhétorique obtenues grâce et à la RST et au modèle MAT. L’IdP est basée sur un langage notationnel s’inspirant de la théorie de notation de Goodman (Goodman 1990).

Les principaux avantages du modèle IdP se résument par :

son expressivité : représentation facile et compréhensible des propriétés visuelles du texte ;

* sa représentation bidimensionnelle des phénomènes textuels pour permettre une vue globale de la structure du texte ;
* la possibilité de fournir des descriptions selon plusieurs niveaux de granularité.

Étant donné le volume important et hétérogène d’informations contenues dans une page web (objets visuels, groupement et relations), le langage des images de page nous donne un outil efficace pour répartir ces informations dans plusieurs niveaux d’image de page selon des critères liés aux différents processus/métaphores de lecture (en diagonale, approfondie, recherche d’information…).

Pour définir une stratégie d’affectation des objets/relations prélevés dans le corpus, nous avons réalisé une enquête auprès de 12 experts concepteurs de sites. Pour chacun des objets du corpus, les sujets devaient proposer une note de 0 à 10 évaluant selon eux, les degrés d’importance.

Les résultats de l’enquête nous a amené à diviser l’affichage pour les non- voyants en trois niveaux, nous donnerons un exemple à la fin de cette section :

* le niveau I (notes  6) contiendra les menus et leurs rôles ; les rubriques

et leurs rôles ; le bandeau, son caractère visuel, formes visuelles des objets ;

* le niveau II (4  notes  6) contiendra en plus des informations du

niveau I, le caractère visuel des menus ; le caractère descendance des menus ; le caractère visuel du bandeau ; le caractère visuel des rubriques ; les titres des rubriques ; les relations contextuelles entre ces groupements.

* le niveau III (notes  4) contiendra en plus des informations

précédentes la disposition interne des groupements visuels ; les styles et les polices de caractères avec et sans effet souris ; la couleur principale des groupements.

Nous avons également fait appel (4) au modèle RDF34 (Resource Description Framework) qui permet de décrire les propriétés des pages web. Les avantages de ce modèle se résument par : la possibilité de créer nos propres ontologies pour décrire les métadonnées de la page web ; la facilité de son implémentation ; et la compatibilité avec les navigateurs. Dans le modèle MAP-RDF, la page web est structurée suivant un ensemble de triplets :

1. le sujet ou la ressource : qui peut être un groupement visuel ou une relation entre deux groupements ;

34 Resource Description Framework (RDF) est un modèle de graphe destiné à décrire de façon formelle les ressources Web et leurs méta-données, de façon à permettre le traitement automatique de telles descriptions. Développé par le W3C, RDF est le langage de base du web sémantique. Une des syntaxes de ce langage est RDF/XML.

1. le prédicat : qui représente l’ensemble des propriétés visuelles et lexicales applicables à cette ressource. Nous distinguons trois types de prédicats : de mise en forme, de caractérisation et de présentation ;
2. l’objet : qui correspond à la valeur du prédicat concerné.
	* 1. Les ressources « groupements visuels »

Dans le cadre de cet article, nous nous focalisons sur le cas des menus. Le lecteur se rapportera à (Bou Issa 2010) pour les rubriques et les bandeaux. Plusieurs prédicats sont nécessaires pour une modélisation complète, Nous citons quelques exemples :

Prédicat de caractérisation :

Caractère : {déroulant ; fixe} ; Rôle : {menu principal ; menu secondaire}

Descendance : {menu ; sous-menu} ; Type des liens : {texte, texte imagé, image labellisé}

Prédicat de mise en forme :

Couleur originale du texte ; lors événement souris et après visite :

{RGB}

Couleur du texte du fond, avec événement souris : {RGB} Dimensions : {Dimension} ; Coordonnées : Abscisse Ordonnée Prédicats de présentation :

Niveau d’affichage : {niveaux de granularité des IdP}. Pertinence : pour associer un degré d’importance dans la page.

Modalité de sortie : dans cette version la seule modalité est tactile (voir perspective).

Selon le même schéma, nous avons défini les ressources « relation ».

* + 1. Génération de la présentation tactile à partir du modèle MAP-RDF Image de page web tactile

La perception visuelle est complètement différente de la perception tactile (Bingham et al. 2007). Il est nécessaire de retoucher les représentations visuelles afin de les reproduire en tactile. Nous nous référons aux travaux de (Socrate-Comenius, Project, 1999-2000) sur les consignes à suivre lors de la production d’un document tactile. Voici deux extraits à propos des distances minimales et des reliefs et perçues par le non-voyant.



*Figure 2. Motif et profil caractéristique d’un trait en relief emprunté à Socrate-Comenius, Project, 1999- 2000*

En tenant compte de ces consignes sur les limitations du tactile, nous avons conçu des symboles pour représenter les triplets de notre modèle MAT-RDF, par exemple (Figure 4) :



*Figure 3. Exemples de symboles associés aux groupements visuels et aux relations*

Pour illustrer une instanciation du modèle MAP-RDF, voici la représentation tactile de l’exemple du niveaux 1 de l’IdP de la page d’accueil du site d’Allemagne telle qu’elle est imprimée puis passée dans un four thermogonflable de type « ZY-Fuse » pour avoir une reproduction tactile de la page.



*Figure 4. Premier niveau d’affichage d’une Image de Page Web et sa légende*

# Système de gestion des informations visuelles en vue de les rendre accessibles : vers un nouveau standard d’accessibilité

Le système de Gestion des Informations Visuelles des pages web en vue de les Rendre Accessibles (GIVRA) permet :

d’annoter par des concepteurs web, les pages selon le modèle MAP- RDF ;

de fournir et générer aux utilisateurs non voyants une interface de lecture des images de pages.

Tout d’abord, le système extrait automatiquement certaines propriétés des groupements telles que leurs coordonnées, les dimensions et les propriétés de typographie. Ensuite, cette extraction automatique est complétée par une annotation manuelle selon la description du modèle MAP-RDF (voir section 3.). Le système pourra ainsi fournir une reformulation de ces propriétés selon les trois niveaux d’affichage défini par le modèle MAP-RDF.

# Module d’annotation

Ce module propose au concepteur web d’annoter une page web en la décomposant selon les groupements visuels, en utilisant une interface graphique (figure 5). Cette interface propose les fonctionnalités nécessaires pour ajouter des objets, des groupements d’objets ainsi que leurs propriétés et les relations qui les relient.



*Figure 5. Interface graphique du module d’annotation du système GIVRA*

# Module de génération

Une fois annoté les groupements et les relations dans une page web, le module de génération se charge de la transformation dans la modalité tactile. Cette opération est réalisée en plusieurs étapes :

la récupération des symboles visuels de la base des symboles développés sous Visio (voir 3.4.2).

l’arrangement des symboles et la génération de l’Image de Page correspondante à la page analysée, selon le niveau de granularité souhaité, en suivant les règles que nous avons défini dans le modèle (figure 3).

l’impression : l’image de page ainsi produite sera imprimée, puis passée dans un four du type « ZY-Fuse » pour avoir une reproduction tactile de la page.

# Résultats préliminaires

Nous avons réalisé une expérience pour tester les productions tactiles des images de page auprès de six personnes non-voyantes. Tous les sujets utilisent régulièrement Internet pour des tâches quotidiennes (courriels, achats en ligne, consultation de factures…).

La première étape a consisté en une phase d’apprentissage du langage des éléments des images de pages afin de s’approprier les représentations tactiles associées. Aucun des sujets n’avait de mal à comprendre et à mémoriser les symboles proposés.

Nous avons cherché ensuite à tester quatre hypothèses qui avancent l’intérêt des IdP pour l’accès aux groupements visuels de la page ; aux propriétés visuelles des constituants de la page ; aux relations visuelles et contextuelles entre les constituants de la page ; et enfin pour l’accès global et non seulement séquentiel à la page. Les résultats obtenus nous permettent de valider toutes nos hypothèses (Bou Issa 2011). Les utilisateurs ont globalement bien perçu le rôle, le titre quand il y en avait un, et la position de chaque groupement dans la page.

Pour finir, l’enquête de satisfaction auprès des utilisateurs nous a montré qu’ils accueilleraient très favorablement un tel dispositif s’il était disponible.

# Conclusion et perspectives

Nous avons montré dans cet article, que même si un site web respecte les normes d’accessibilité définies par le W3C, il reste un niveau inaccessible pour les non-voyants qui comprend toutes les informations visuelles des pages web, y compris la structure globale et les relations entre les objets et les groupements visuels. Des tests préliminaires et une étude d’un corpus de pages web nous a permis de cerner les problèmes posés aux non-voyants et les éléments à prendre en compte. Nous avons ensuite proposé un modèle d’architecture de page web qui améliore l’accessibilité à ces informations et nous l’avons illustré sur

l’exemple des menus. Pour mener à bien ce travail, nous nous sommes appuyés sur les modèles d’architecture textuelle des images de pages et sur les théories notationnelles et des structures rhétoriques. Le modèle RDF a été utilisé pour formaliser le langage de représentation sous forme de triplets ressource-prédicat-valeur. Nous avons présenté l’architecture générale du système de gestion des informations visuelles qui permet aux concepteurs d’annoter les pages web et de générer automatiquement une sortie tactile. Cette production tactile est structurée sous forme d’images de pages selon trois niveaux de granularité identifiés expérimentalement et en tenant compte des règles à respecter pour les non-voyants. Nous avons pu valider notre modèle à l’aide d’une première expérience préliminaire qui a pu nous montré des résultats très prometteurs.

Nous projetons plusieurs perspectives à ce travail. Nous envisageons d’abord, de réaliser une expérience sur un plus grand nombre de sujets pour conforter nos premiers résultats. Nous examinerons un plus large corpus de sites web pour développer les concepts de groupements visuels et de relation afin de proposer un modèle encore plus représentatif de la diversité du web (formulaires, agendas, tableaux, etc.), au-delà des groupements particuliers déjà étudiés (menu, rubrique, bandeau). Nous comptons également réaliser améliorer l’outil GIVRA, notamment en ce qui concerne l’extraction automatique des propriétés visuelles et des relations dans les pages web.

Une dernière perspective à ce travail est d’étudier de nouvelles stratégies pour combiner les deux modalités tactile et orale et de réaliser l’affichage sur un écran tactile. En effet, la non-existence d’afficheur dynamique, nous a amenée à simuler une production tactile sur un papier thérmogonflable.
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